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Abstract

We present IceTaboo, a database of 2725 words that are inappropriate or offensive to at least some
speakers in some contexts. Every word is coded for part of speech, a classification of reasons
that trigger a negative reaction among some speakers as well as information about the meaning
expressed by the word. The database is released under an open CC BY 4.0 license on CLARIN
and it is already being used in the development of an automatic proofreading tool, developed in
collaboration with an industry partner in commercial software development. The proofreading
tool, itself, is under development in an open repository on Github under an MIT license.

1 Introduction

The detection of offensive or contextually inappropriate language can be important for monitoring freely
accessible discussion spaces on social media or for helping a user of a word processing system to avoid
inappropriate expressions. A variety of resources of methods have been developed to address this chal-
lenge (Davidson et al., 2017; Risch et al., 2019; Pitsilis et al., 2018; Wu et al., 2019; Sigurbergsson and
Derczynski, 2019; Pitenis et al., 2020; Mubarak et al., 2020; Coltekin, 2020). One basic kind of a re-
source that can be integrated into such systems is a database of words that offend readers, in general or in
some context. While such a database is not sufficient for detecting all instances of offensive language, it
can serve as a useful first step. Furthermore, the development of such a database facilitates the emergence
of a classification of the reasons that triggers reactions of this type in a given language.

In the project we present IceTaboo,! the Icelandic Taboo database, that was manually compiled at the
Language and Technology Lab of the University of Iceland during 2020. IceTaboo contains 2725 words
that are inappropriate or offensive to at least some speakers in some contexts. Every word is coded for
part of speech, a classification of reasons that trigger a negative reaction among some speakers as well
as information about the meaning expressed by the word. The database is released under an open CC
BY 4.0 license on CLARIN and it is already being used in the development of an automatic proofread-
ing tool, developed in collaboration with an industry partner in commercial software development. The
proofreading tool, itself, is under development in an open repository on Github under an MIT license.
Open access availability on CLARIN and an industry-friendly licensing policy ensures that the resource
is ready to be used by any software developer that shows interest, thus supporting to the general policies
in the current Language Technology Programme for Icelandic (Nikuldsdéttir et al., 2020) that aim to
make the delivered output as accessible to future development as possible.

2 Offensive language and automatic proofreading

Some previous work on offensive language focuses on training classifiers on annotated training data
where the units being annotated are utterances labelled as offensive or not and the classification algorithm

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/
'Accessible at: https://repository.clarin.is/repository/xmlui/handle/20.500.12537/64
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assigns such utterances to an offensiveness category based on some features extracted from the item in
question, for example using bag-of-word classification approaches (Kwok and Wang, 2013; Burnap and
Williams, 2015).

Challenges arise when basing the classification on specific word forms, because while a racist word
like n***** triggers a reaction of an offensive experience in generally all contexts, a word like gay can
be used either in a positive context or a negative one, depending on the intentions of the speaker who pro-
duces the utterance and the context in which the relevant discussion takes place. Furthermore, the reason
for why a reader may feel offended are of various kinds. One sentence may be perceived as hate speech,
invoking strong emotions, whereas another one may be perceived as promoting a negative stereotype,
also a negative but less intense emotion. Any of these types of incidents are potential circumstances for
intervention, such as filtering or tagging potentially offensive posts on social media or by suggesting a
more appropriate choice of words to the user of some word processing software.

Detection of offensive language is an under-explored area of Natural Language Processing for Ice-
landic. Still, in the context of automatic proofreading, previous work has addressed the disambiguation
of confusion sets of the there/their-type (Ingason et al., 2009; Fridriksdéttir and Ingason, 2020) and
methods that predict the appropriate candidate from a confusion set are in principle applicable to the
detection of an appropriate vs. inappropriate use of a word that is offensive in only some contexts. Fur-
thermore, general advances in NLP for the language have paved the way for more advanced context
analysis, such as the development of deep phrase structure parsing (Jokulsdéttir et al., 2019; Porsteins-
son et al., 2019; Arnardéttir and Ingason, 2020) — including systems released via CLARIN — which has
allowed for complex pattern matching that involves syntactic context. Lemmatization system have also
made it possible to normalize Icelandic words to their dictionary forms, a non-trivial task in a language
with rich morphology (Ingason et al., 2008; Ing6lfsdéttir et al., 2019), and a crucial step in methods that
derive features from specific words, and thus important for detection of offensive language.

3 The IceTaboo resource

The IceTaboo database consists of a list of words in Icelandic that may in some way be considered
inappropriate, taboo and/or loaded in use or meaning. These can be words such as; words that are biased
against certain minorities (i.e. people of different races, abilities, genders or sexualities), words that are
derogatory towards people, unnecessarily gendered, obsolete and so on. The list also includes words
that are not very inappropriate but can be considered an unfortunate topic for children or politically
loaded in any way. The words are grouped together in categories depending on either their meaning,
form or use. Each word has then been marked with a short explanation (in Icelandic) on how they can be
considered inappropriate and in what context. The words were collected through brainstorming sessions
and systematic follow-ups to these (see below), but other similar lists from other sources were also used,
i.e. a list of taboo words for children from the project Samrémur (Mollberg et al., 2020) and a list of
taboo words for childrens Scrabble developed by the sofware company Mideind.

This list does not contain actual information or data on the real opinion of the public towards these
words. These words are merely thought to elicit a negative reaction for at least some speakers in at least
some context. This list can therefore be a useful data set that serves as a starting point for further analysis.
The list is already being used in the development of a commercial automatic proofreading system in
collaboration with the software company Mideind.> The database identifies the following classes of
offensive words:

(1) Classes of offensive words:
Generally inappropriate, swear words, words associated with alcoholism or drug addiction, dis-
ability words, health-related words, words regarding stupidity, gendered words (generally, or
ones that discriminate against either women or men), nasty adjectives, offensive profession
names, collocations, LGBTQIA+ words used inappropriately, verbs of inappropriate actions,
offensive words related to religion, offensive descriptions of people’s appearance, words for gen-

See: https://github.com/mideind/GreynirCorrect
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tials, offensive prefixes, offensive words related to sex, offensive nationality words (often linked
to oppression of some sort).

Additional classes:

(2) Words with nuanced relationships with offensiveness:
Inappropriate for children (while not so for adults), political terms (may trigger a negative reac-
tion, depending on a person’s political views), non-offensive (words that are not really offensive
but have a nuanced meaning that may make sense to exclude in contexts that strive to remain neu-
ral), words with an alternative, non-offensive meaning (included to establish that the offensive
counterpart reading is only attested in certain contexts).

An example entry is shown below. The word fdstra is often considered obsolete and degrading al-
though some members of the profession still prefer to use this word and do not experience it as a negative
expression.

» word: fostra (roughly: ‘a daycare babysitter’)

* part-of-speech: noun

code (see classes above): m (for profession)

code2: (additional classification) NA

meaning: preschool teacher

reason for offensiveness: Now considered an obsolete and degrading term for the profession of
preschool teachers, suggesting they are not a profession of educators.

additional information (if needed): NA

alternative non-offensive meaning: NA

The database was compiled manually, using the creativity of a number of research assistants, followed
by a systematic search carried out mostly by the first author, supervised by the other two authors. Brain-
storming sessions were held, in which RA’s thought of all the most offensive words they could think of
and the output of this work was used to establish the classification system. Then, each class of words
was systematically studied, looking for synonyms or related words that might belong in the list, and
electronic resources were used to look for compounds that contained inappropriate parts.

4 Conclusion

In the present paper, we have presented IceTaboo, a novel resource for processing offensive words in
Icelandic. Although the work presented here involves manual annotation, and is already being used to
highlight inappropriate words in a commercial automatic proofreading system via a simple lookup (after
lemmatization), we believe it may also be of use in future development of systems that apply machine
learning methods to automatic detection of offensive language. The words in the database can inform
feature extraction steps of such systems and potentially make them more effective. We acknowledge that
this release is only a small step to that end, yet we believe it is significant and has potential to facilitate
further work on the topic in the context of Icelandic.

Various further avenues for future work remain to be explored. As suggested by reviewers, it would be
interesting to test these materials on a wider audience to study the reactions of, for instance, younger vs.
older speakers. It would also be worth trying to enhance the present work using methods from previous
work on sentiment lexicons for various languages and to incorporate crowdsourcing methods in order to
further expand the data. It is also a limitation of the present work that it mostly focuses on single-word
items, meaning that future work might focus on adding more multi-word expressions to the resource.
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